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Ever scarcer public investment capital und the need For greater energy conservi-
tion have combined in recent vears to force a reconsideration of traditional
approaches 1o the prablem of peak-period congestion in mediwmn to large sized
cities. Increasingly, the cmphasis is shifving away from the constructin of new
tragsportation infrastracture and vehicles toward mare efficient use of existing
facilities, with particolar attention being paid to policies designed to spread peak-
period travel demand rnore evenly throughaut the day. Io this coutext the individu-
af’s choice of tHme to travel to and from work is of crucial signifi cance: it is also
prabubly the least understood travel decision. This paper investigares the ase of
multinomial Jogit analysis to model the vime of day cheice, using data collected io
1tamilten, Qutario during the sumrner of 1977, The exercise highlights the difficul-
ties involved in using the logit model both as a dexcriptive and prodictive togl, as
well us ndicating the need for further research into the determinents of the time of
day decision, A preliminary finding is that Jaumey thne is not 4 signiicant factor in
the individual's chnice of time to travel.

During “rush hours” in most urban
areas, transportation facilities are over-
crowded, congested, and usually operat-
ing less efficientlv than at other times of
day. Until recently, most efforts to alle-
viate this congestion have relied on new
construction, that is, an creating addi-
tional transportation capacity to serve the
obvious demand. In order to identity the
appropriate size of facility to build, fore-
casts of future travel demand are re-
quired. Geographers and others have
been quite active in developing and im-
proving travel demand forecasting mad-
els, especially those to predict the spatial
pattern of demand and the share of
demand for each transportation mode.

*The Support of the Transport Canada Research
and Pevelopment Centre is gratelully acknawledged.

The temporal pattern of demand (over a
single day) has been largely ignored, per-
haps because rush hour {peak period)
travel in most areas counsists mainly of
journeys to or from waork, the timing of
which is largely non-discretionary.

In the last few years, however, provid-
ing additional capacity has not always
heen seen as a good solubdon for a number
of reasons: local opposition to specific
proposals; increasing construction costs
combined with tighter budgets; and
heightened-awareness of the uncertain-
ties associated with long-term forecasts
of spatial patterns of travel behavior. In
this setting, other approaches to alleviat-
ing peak period congestion have been
gaining favor. The one which concerns us
in this paper is the attempt to spread work
trip demand over a longer period of the



Chorce orF Time 1o Travil,

day thereby redueing the sive of the peak
demand and making more extensive use
of existing facilities. As a necessary pre-
cursor to the successtul implementation
of policies designed to this end, we focus
on the individual’s choice of time to travel
home from work and the use of the multi-
nomial logit model to both describe and
predict travellers” behavior with respect
to this choice. First, the causative struc-
ture of the tiine of day decision is exam-
ined by identifying the combination of
variables which gives the best explana-
tion of individual choice in a logit rnodel
formulation; then the transferability of
the calibrated model is tested by estimat-
ing a second model, containing the same
explanatory variables, on data collected
after a change in the transportation sys-
tem had caused congestion and travel
times ta increase such that time of day
choice could be expected to be diff crent.

The paper begins with a review of
sorme of the key concepts and a discussion
of the assumptions and specifications
which need to be made in order to use the
logit moclel. The data on which the study
Is based were collected in Hamilton,
Ontario, in what is perhaps a unique situa-
tion, as described in the second section.
The third section reports on the results of
the analysis, and the final section contains
the conclusions stermning from this initial
exploration of the choice of time to travel.

ConcerTuaL FRAMEWORK

Capacity of aroadway is defined as the
“maximum number of vehicles that have
a reasonable expectation of passing over
a given roadway in a given time period
under the prevailing roadway and traffic
conditions” [3, p. 5]. Transit system ca-
pacity can be defined analogously, in
terrns of people. As the number of vehi-
cles {or people) wishing to use a transpor-
tation facility approaches the capacity of
the facility, travel delays result. During
morning and afternoon “rush” hours,
most urbun areas experience a considera-
ble peaking of travel demand for some
period of time, during which the capacity
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of the transportation system is ap-
proached or exceeded. Depending on the
size and spatial structure of the urban
arca, this peak period will vary from as
little as 15 minutes to as much as two
hours or more.

The standard transportation engineer-
ing response to the problem of peak-
period congestion {and to the considera-
ble public reaction which almost always
accompanics congested travel condi-
tions) has been to attempt to increase
capacity, either throngh operational im-
provements ((me-wa_\' street systems,
parking restrictions, ete.) or through new
construction. This standard approach ac-
cepts the magnitude of travel demand as
given, which is reasanable, since m most
cities the majority of peak period travel
consists of non-discretionary work trips.
This approach also accepts the timing of
travel demand as given, which is not so
reasonable. As early as fifty vears ago,
sorne large cities recognized that the tim-
ing of travel demand need notbe taken as
given, and, for work trips in particular, it
could be altered [8, p. 70). During World
War II, many cities introduced plans to
stagger wark hours, but most of these
subsequently reverted to pre-war work
hours. Within the last decade there has
beenrencweoed interest in ways to alter the
timing of peak period travel demand, an
interest which has perhaps arisen because
of the rapidly escalating costs of new
taeilities construction and the increasing
difficulties in finding acceptable locations
for them. Whatever the reason, non-eon-
striction solutions, and non-engineering
solutions, are receiving increasing atten-
tion from transportation prefessionals.
Staggered howurs and flexible hours have
been identified as two methods by which
te alter the timing of demand.

Staggered hours programs involve “shift-
ing fixed, standard, 5-day work schedules
to earlier or later time periods without
changing the length of the workday.
Employees must still be at work by a
specified time and lcave at a specified
time” [8, p. 68). There is, therefore, no
element of traveller choice involved in



238

such a program. The only behavior to be
modelled to predict the results of a stag-
gered hours program is the bebavior of
the decision maker in each firm who
approves the change to a revised work
schedule. This has usually been treated as
a marketing problem by transportation
professionals {7, pp. 180, 182}, and is
probably hest left as such,

Flexible hours programs, on the other
hand, allow each employee some free-
dom in determining work schedules in
that “employees are permitted to set their
own daily starting and quitting times
within pre-established limits™ [8, . 69], as
long as they work the required total
weekly hours. Such a program offers much
greater scope for altering the daily pat-
tern of travel demand since the final
travel decision rests with the individual
employee. If travellers make sufficient
use of flexible schedules, work trip deinand
may be spread over a long enough time
period to reduce peak demand signifi-
cantly with the immediate benefit of
increased efliciency in vehicle use. In the
long-term, the change in the pattern of
demand may reduce the need to invest
increasingly scarce public funds in new
facilities. Flexible hours programs thus
appear to have considerable potentialas a
transportation policy in an increasingly
fiscally and energy conservative era.!

A flexible work hours program is, how-
ever, difficult to implement for all employ-
ees in a city. Moreover, becanse of the
element of individual choice which it
incorporates, there can be no guarantee
that it will induce sufficient spreading of
demand to justity its implementation in
all instances. In many cases, therefore, it
would be useful to be able to predict the
consequences of such a program for
travel demand before investing in it.

It would appear, from a recent study of 500
personnel administrators in the U.S,, that inost firms
which have adopted a flexible hours pragram are
pleased with the results. One conclusion of that
study is “that the use of rearranged workweeks is
increasing generally, and that the trend is away
from compressed workweeks and toward flexible
systems” [4, p. 41].

Econonic Grocrapuy

Modelling the choice of time of day to
travelis anecessary precursor to an effec-
tive use of a flexible hours policy since itis
essential in order to gain an understand-
ing of the determinants of time of day
choice and to be able to predict travellers’
behavior with respect to this choice.

Given that a model of the choice of
time of day to travel may have practical
significance, what form of model should
be tried? The simplestapproachisto con-
sider travel by periods {e.g., peak or off-
peak) rather than by actual clock time.
Withthis formulation, the dependent var-
iable is represented by discrete, mutually
exclusive choices, and previous work in
disaggregate hehavioral travel demand
modelling can be brought to bear.

This is the approach followed in this
paper, using the multinomial logit model
for individual choice behavior. Given a
situation in which a traveller faces a set of
discrete, mutually exclusive choices (such
as mode of transportation or time of day
totravel), the probability that a particular
individual will select alternative 1 is given
as:

exp(3 PiXi)
k

3 exp(E ,Bkaj)
i k

1

14 2 exp(Z Al Xy - X))
] k

1
ke

(1)

where: Pi = probability that alternative i
is selected:

Xig = attribute k of alternative i;
and

B« = the kyw parameter of the
model.

This model has been derived from both



Crocr: or T'ive 10 TRAVEL

microeconomic utility theory and Luce’s
axiomatic choice theory and is founded
upon a nuntber of assumptions abont the
nature of choice, the form of individual
utility functions, and the statistical distri-
bution of the error term in measuring util-
ities. Probably the most concise yet thor-
ough treatment is that by Domencich and
McFadden [3].

An important consideration in any at-
termnpt to modchtravel choice is one regard-
ing the secquence in which travel related
choices are made. In general, the funda-
mental travel choices are those of trip
origin, destination, mode, time of day,
and frequency. For work trips, which are
the only trips we are considering, it is
reasonable to assume that the trip origin,
frequency, and destination are fixed. This
leaves, in addition to time of day choice,
only mode choice to be considered; and
the only question of sequence then is
whether the commuter chooses the mode
first, and then the time to travel, or vice
versa, or hoth simultaneously. Under the
assumption of a simultaneous decision,
individuals are regarded as choosing
among alternatives such as, say, travelling
by hus in the peak and travelling by car in
the off-peak. Arguments have been ad-
vanced elsewhere concerning the implansi-
bility of such a decision process [2] while
available empirical evidence suggests
that models bused on an assumption of a
sequential decision process fit data better
than so-called “simultaneous” models [I].
For this reason the simultaneous decision
structure will not be considered further.
Of the two sequential or separable deci-
sion structures the casier to deal with is
that in which mode choice precedes time
of day choice; in this case the appropriate
values to use to describe the transporta-
tion system for a particular time of day
alternative are those of the chosen mode
at that time of day. On the other hand, if
the choice of time to travel is made prior
to the mode choice, then the theory of
sequential choice modelling requires that
attributes of all the modes available,
weighted by their respective mode
choice model coeflicients, be inchuded in
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the time of day model in order to specify
fully the utility of a particular time of day
totravel [3, p. 43]. An analysis based upon
the latter decision structure requires, there-
fore, the estimation of a mode choice
mode] before time of day choice can he
considered.

In order to throw some light on the
question of decision sequence, a number
of mode choice models were calibrated.
The results from these estimations indi-
cated that most (68%) of the variation in
mode choice could he explained simply
by whether or not the individual pos-
sessed a driver’s license: travel time and
cost contributed relatively little explana-
tion. This finding is not due to the pres-
ence of non-licensed captive transit riders
in the sample since all individuals re-
ported the availability of both car and
hus. Instead, the result reflects the fact
that almost all of those who had a license
chose auto. These data, then, scem to
mdieate that mode choice may be largely
predetermined by such things as the pos-
session of a driver’s license or, more
probably, auto ownership. To the extent
that this is true, mode choice is not so
much a short-term frequently made
travel decision but rather an infrequent,
long-term phenomenon which is re-
flected in decisions such as those to get a
driver’s Heense or buy a car. Conse-
quently, it is much more likely that the
time of day choice is made conditional
upon a fixed preceding mode choice
rather than vice versa. For this reason the
present analysis is based on the assump-
tion of a made-time choice sequence.

Data CoLLECTION

An unusual and perhaps unique oppor-
tunity ta develop and test a model of the
choice of time to travel was provided in
Hamilten, Ontario, during the summer of
1977. As a result of a set of relatively
severe geographical barriers, the western
exits from the central business district are
very limited, consisting primarily of 4
lanes on King Strect (one-way west-
hound) and 2 lanes on Aberdeen-Long-
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wood, with roundabout secondary routes
along York Boulevard or Mohawk Road
{Figure 1). Three lanes of King Street
were closed from June 27 until October
25 for sewer and road reconstruction.
This severe capacity reduction was ex-

pected to cause traffic conditions equiv-

alent to a doubling in demand for the
corridor, which otherwise was not antici-
pated until 10 to 15 years into the future.
The research design for this paper entails
using data collected before the lane reduc-
tion to calibrate 2 model of time of day
choice for trips home from work, and
then testing the stability {(or transferabil-
ity) of this model by recalibrating it on
data collected during the closure. By
comparing variable coefficients across
the two models we can learn something
not only about the determinants of time
of day choice but also ahout the predict-
ability of changes in the timing of travel
demand which might be expected to
result from the introduction of flexible
hours programs.

With the financial support of the Transpor-
tation Development Agency of Transport
Canada, we were able to carry out a
coordinated data collection effort surround-
ing the partial closure of King Street,
including home interview surveys of the
usual travel diary variety, traffic volume,
occupancy, and classification counts, and
travel speed and delay studies. These
data were collected both before and dur-
ing the closure.

For the home interview surveys, the
same hauseholds were interviewed at the
different stages of the project, since the
focus was on changes in travel behavior.
The number of interviews completed in
the first survey represents, therefore, the
maximum sample size for the other
phases of the project. The population of
interest consisted of those households
most likely to use the affected corridor
during the afterncan peak, namely all
those in West Hamilton, Dundas, Ancas-
ter, and western Wentworth County. A
clustered random sample was drawn
from those households.? In addition, to
improve the likelihood of interviewing
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people actually affected by the work on
King Street, a license plate survey was
used to identify households using King
Street during peak periods before the clo-
sure. Also, people were interviewed at
bus stops (to be followed np at home in
subsequent phases). To meet confiden-
tality requirements, households selected
randomly and those sclected through the
license plate survey were treated identi-
cally in subsequent interviewing, al-
though it is possible to separate responses
for the two groups for statistical purposes
during-analysis.

During the first phase (prior to closure)
520 houscholds were interviewed. Unfor-
tunately, because of difficulties in follow-
ing-up individuals during mid-summer,
the second data collection includes inter-
views from only 200 households, in addi-
tion to the traffic counts and speed and
delay studies. Both of these figures repre-
sent upper limits on the numbers of cases
with nsahle information. As we shall see
later, the actual sample sizes used for
model calibratians were considerably
smaller for both survevs.

ANALYSIS

The first step in applying the lagit
model to time of day choice is to identify
the time periods which constitute the
choice alternatives. They are not quite so
obvious as, say, modal alternatives, and
accordingly a number of different time of
day categorizations were tested. The first
of these was based upon the standard
notion of peak and off-peak and resulted
in two alternatives only. In Hamilton, the
peak is nsually defined as 4:30-5:30 p.m.,

2Baundaries for the study area were determied
primarily on the hasis of the known commuter-shed
for Hamilton's employinent areas. Only those sub-
areas likely to use the affected transportation corri-
dorwere included. Thus the sample is not a randarm
sample of the urban area population. (In particular,
secioeeonomic status for the study area is in general
higher than the Hamilton average.) Estimated
puarameter vahucs are therefore prohably not appli-
cable to the population in general. This limitation
does nat of course affect the present longitudinal
analysis,
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Fig. 1. Rontes Selected for T'r
and that definition was used here initially.
The second categorization decomposed
off-peak into pre-peak (3:45-4:30) and
post-peak (5:30-6:15), on the intuitively
plausible grounds that workers do not
perceive the utility of post-peak travel as
heing identical to pre-peak travel, cven
though the travel characteristics of the
two may be the same. The third and final
categorization tested drew upon traffic
volume counts made hefore closure and
was based on identification of periods of
relatively homogeneous traffic volumes
and travel times. Three such periods were
identified and were labelled as peak (4:30-
5:15), shoulder (4:00-4:30 and 5:15-5:30),
and off-peak (3:45-4:00 and 5:30-6:15).
Models using each of the three categori-
zations of time to travel were calibrated
on the first survey data set and results
indicated that the pre-peak/peak/post-
peak scheme gave the most predictable

avel Titme Colleetion in Flaonilton.

description of time to travel. It would
appear that the simple chronological ele-
ment which the other two classifications
fail to incorporate is an important one;
accordingly, all subsequent model esti-
mations are based upon this definition of
alternatives.

There are, unfortunately, only a nar-
row range of variables available for anal-
ysis, in large part a reflection of the pau-
city of existing knowledge of the determi-
nants of time of day choice. The variables
included in the analysis (Table 1) are
those for which plawsible hypotheses
could be identified relating to time of day
choice.

The first variable considered is flexibil-
ity in the time to leave work, which was
used not as an explanatory variable but to
define the sample for model estimatians.
All workers wha indicated that they did
not have a choice of time to leave work
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were deleted. Although this stratification
resulted in a considerable diminution of
sample size, it is a sine qua non condition
for the analysis since it is meaningless to
consider non-choice travellers in a choice-
based model of behavior.

Even among travellers who do have a
choice of time to leave work there are

TABLE 1
INDEPENDENT VARIABLES FOR THE TIME OF DAY MODEL

VARIABLE NAME DESCRIPTION

FLEX A dummy variable with values:
1 if the worker can choose when to
leave work
0 otherwise
MODE Assumes values:
1 if auto is the chosen mode
0 otherwise
NWT The number of work trips per week
NKIDS Number of children aged 5 years or
younger in the honsehold
INCOME Combined annual income of house-
hold
TT Travel time at each alternative time
of day

likely to be varying degrees of flexibility.
The variable “MODE” is based on the
hypothesis that auto drivers have a greater
amount of freedom in choosing a time to
start home than bus riders. In addition, it
was hypothesized that the greater the
number of work trips per week (“NWT™”),
the greater the probability of a trip maker
having evolved a more. rational travel
pattern. Specifically, it was felt that more
frequent travellers would make a greater
effort to avoid peak-period congestion.
The number of pre-school children was
used to give some indication of domestic
constraints on travel behavior, while the
combined annual income of the house-
hold was used as a surrogate for occupa-
tional status to test a hypothesis that
higher status workers have greater free-
dom in choosing when to leave work.
Travel time is the only generic variable
tested, i.e., the only one which has values
specific to each alternative time of day: to
enter the model all other variables have to
be made specific to one of the alterna-
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tives. Two specifications of the travel
time variable were tested. The first of
these consisted simply of the total (one-
way) journey time for the chosen mode
and route at each alternative time of day.
Since the structure of the model implies
that the choice process is based on a com-
parison of the values of each attribute
across the alternatives (only the differ-
ences matter in (1)), this specification
implies that, ceteris paribus, an individual
gains as much utility from a saving of 5
minutes on a 30-minute trip as from a
similar saving on a 10-minute trip. The
second specification takes into account
the intuitive difference between those
two situations by using as the values of the
travel time variable the ratio of journey
time at each time of day to the journey
time at the chosen time of day. Prelimi-
nary analysis indicated that the latter defi-
nition of travel time performed better in
explaining choice; consequently, this is
the version used in all the estimations
reported here.

The first part of the analysis, conducted
to determine which combination of the
independent variables gives the best ex-
planation of the time of day choice, cali-
brated a series of models on the first sur-
vey data set. The best model obtained
(Table 2) contains only two explanatory
variables—travel time and income—in
addition to a peak-specific constant.? The
signs of the coefficients of these variables
are all as expected and indicate that the
greater the travel time at a particular
period of the day the lower the probabil-
ity of an individual travelling in that
period. The positive value of the peak-
specific constant indicates a bias toward
travelling in the peak, while the coeffi-
cient on income bears out the hypothe-
sized effect of this variable. Specifically,
the result indicates that workers from
households with an annual income in

3One interpretation of an alternative-specific con-
stant such as this is to view it as a way of including
within the model the effects of variables for which
data were not available but which are nonetheless
important determinants of the time of day choice.
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excess of $20,000 (valued at 1977 prices)
are, ceteris paribus, more likely to travel
pre-peak than others. However, only the
coefficient of the peak constant is signifi-
cantly different from zero at convention-
ally accepted levels of significance, and
the overall fit of the model is low, as
indexed by a p” of .25. Looking at the
t-statistics, it would appear that most of
what explanatory power there is in the
maodel is contributed by the peak con-
stant. To some extent, the magnitude and
significance of the constant are to be
expected, given the special nature of the
time of day choice. This arises from the

TABLE 2

COEPFICIENTS AND STATISTICS FROM BEST TIME OF DAY
CHOICK MONEL FOR FIRST SURVEY DATA SET

VARIABLE COEFFICIENT  ¢STATISTIC
T™r -1.05 0.50
PEAK CONSTANT 1.86 3.60
INCOME (+.66 1.39
{Pre-peak specific)
I 0.25
X 46.99

Sample Size 86

fact that whereas in any city peak travel
times can be expected to be larger than
off-peak times, most individuals, by defi-
nition of the peak, choose these longer
trave] times. The implication for the
modelling effort is that before we can get
a negative and significant coefficient on
travel time, we first have to explain these
peak choices. Unfortunately, the other
variables in the analysis failed to provide
this explanation so that a constant had to
be used instead to account for the peak
bias.

On a more substantive level, the poor
performance (non-significance) of travel
time, in conjunction with the strong peak
constant, raises some doubt as to the
efficiency of flexible hours programs. The
immediate implication of the present re-
sults is that the implementation of such
programs may not achieve the desired
goal of spreading demand for transporta-
tion facilities over longer time periods.

Clearly, there is a strong bias towards
apparently irrational peak-hour travel
which economic considerations alone fail
to explain. Itis not clear at this point what
the variables are which cause this pattern
of behavior, but it is likely that they
derive from tairly deep-rooted social
and/or institutional forces. In this respect
the performance of income is notable and
suggests that flexible work schedules may
be more successful if aimed at certain
population sub-groups rather than others.

However, caution is necessary in eval-
uating these results in view of the small
sample size. With so few observations it is
not possible to state categorically whether
the present finding accurately reflects the
role of travel time in the choice of time to
travel, or whether the resultis due simply
to peculiarities of the present data set. In
this respect it is worth noting that travel
time differences between the various
times of day were quite small, covering a
range of from 1 to 8 minutes on journeys
for which the reported travel times range
from 10 to 30 minutes. The poor perform-
ance of this variable may therefore be
due simply to the fact that the differences
between alternative times of day (ex-
pressed as a ratio of actual travel time)
may have been too small to include any-
thing other than purely random choice
behavior. People may be very sensitive to
travel time differences once they exceed,
say, 10 minutes, but be substantially indif-
ferent among alternatives differentiated
by lower stimulus levels. Clearly, confir-
mation of the ideas suggested ahove
awaits analysis based upon larger data
sets which cover a greater range of varia-
tion in the explanatory variahles.

The pattern of travel time changes
brought about by the King Street closure
is a complex one. Travel times increased
on most routes. In some cases the time for
the journey from the CBD to the 403
Expressway tripled. On some routes the
major increase in travel times occurred
during the peak-period; in other cases,
however, off-peak times increased more
sharply leading to more uniform travel
times and smaller time of day variations.
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Whatever the direction of the changes,
the pattern of peak/off-peak travel time
differentials changed, in some cases quite
drastically, on all routes.

Given the change in the stimuli facing
individuals, two different types of adap-
tation are possible. First, individuals may
change their behavior in response to the
changes in the attributes of the alterna-
tives and in accordance with their prefer-
ences for those attributes as revealed by
the logit model coeflicients: in this case
the model will continue to describe pref-
erences accurately after the closure. This
is the response which is assumed in any
attempt to use models such as that cali-
brated here to predict the results of sys-
tem changes. Alternatively, the individ-
uals may alter their preferences and
either maintain their behavior patterns or
change them in some direction other than
that predicted by the model. Of the latter
two courses of action, the first (unchanged
behavior) is more likely and has a strong
psychological basis in learning-theoretic
ideas, such as that of habitual behavior.
Clearly, if adaptation of this type occurs,
then predictions from logit and other
models of individual choice will be use-
less.

The second part of the analysis is
designed to test the stability of the logit
model calibrated on the first survey data
set, so as to explore the nature of the
changes, cognitive or behavioral, caused
by the road closure. For purposes of
comparison, the model calibrated on the
second survey data set was constrained to
contain the same explanatory variables as
that derived for the first data set. The
estimation results (Table 3) indicate that
although the coeflicients again have the
intuitively “correct” sign, only the peak
constant is significant, and the overall fit
to the calibration data set is very poor.
The coefficient of travel time and its asso-
ciated t-statistic are larger in absolute
magnitude, indicating more rational be-
havior with respect to this variable. There
is also less of a tendency to travel during
the peak, while the income effect on
choice of time to travel is weaker. Assum-
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TABLE 3

VARIABLE COEFFICIENT  (-STATISTIC

T -1.66 1.20
PEAK CONSTANT 1.25 3.72
INCOME 0.15 0.25
ot 012
X 17.15

Sample Size 64

ing that the coeflicient estimates are inde-
pendently distributed in the sub-popula-
tions for the two surveys, we can calculate
{-statistics to measure the significance of
these differences in model coeflicients.
Theresults (Table 4) indicate that none of
the observed differences is significant.
Ostensibly, therefore, the stability of the
logit model of time of day choice is
confirmed, and the evidence of the pres-
ent study is that individuals’ revealed
preferences for attributes of the alterna-
tives remains unchanged. However, given
that none of the four coeflicients of inter-
est (those of income and travel time in the
two models) are significantly different
from zero, and in view of the small sam-
ple size upon which both estimations are
based, it is probably wiser to withhold
judgement. Under the circumstances the
best conclusion is probably to state that
any instability of the model coefficients
remains unproven.

TABLE 4

STATISTICS FOR DIFFERENCES IN MODEL PARAMETERS
BETWEEN FIRST AND SECOND SURVEYS

VARIABLE {-STATISTIC

T 0.24
PEAK CONSTANT 1.00
INCOME 0.67

(Pre-peak specific)

CoNCLUSIONS

This paper has documented an initial
attempt to model the choice of time to
travel and to assess (indirectly) the pre-
dictability of changes in this choice.
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Whereas the results pertainimg to the tests
of parameter stability are encouraging,
these are overshadowed, if not called into
doubt, by the fajlure to derive a model of
the time of day choice offering satisfac-
tory explanatory power. Though disap-
pointing, this failure does provide some
insights into the nature of the problems
involved in successfully modelling this
particular travel choice.

First, and perhaps most obviously, the
multinomial logit model may not be the
best modelling technique for this sitna-
tion becausc of the ambiguities inherent
in the specification of discrete alterna-
tives. Retaining time of day as a continn-
ous variable might prove more satisfac-
tory. In particular, it may be possible to
use a linear regression model to predict
the time chosen, in minutes from the
peak. This would circumvent the prob-
lems involved in using a categorized
dependent variable and still provide the
researcher with the flexihility of heing
able to aggregate the individual data to
obtain demand cstimates for whatever
time periods are of interest—without hav-
ing to specify these periods beforehand.
The major difficulty with the regression
approachis theneed to he able to specify
travel times as 4 function of time of day,
continuously. It is the difficulty (imprac-
ticality) of this task which led us to iden-
tify cliscrete time periods, and to use the
logit rnodel, and which we feel still makes
the logit approach the most practicahle
method of analysis. It is unlikely that the
lack of explanatory power is due solely,
or even largely, to the use of this particu-
lar modelling technique.

A more prabable explanation of the
poar results concerns the data available
for model calibration. It is likely that the
failure to calibrate a reasonably good
model] of time of day choice is due in part
to the fact that the differences in the char-
acteristics of travel at each time of day
were too small to produce non-random
bebavior. This difficulty is not due to
sampling problems, nor is it a peculiarity
of the present data set. The problem will
arise in any situation where it is required
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to predict the results of a change (perhaps
drastic) in the attributes of a particular
alternative, when cxisting conditions
show little variation across alternatives.
In such situations the only solution may
ultimately be to conduct laboratory-type
tests in which individuals are confrontecd
with hypothetical rather than actual situa-
tions and which allow the researcher to
control the levels of important variables
[2; 6].

Finally, the present results indicate that
travel time and socioeconomic variables
do not appear to be significantly related
to the choice of time to travel. This find-
ing persists through the two data sets col-
lected before and after a major change in
the transportation systermn had affected
the characteristics of travel at each time
of day. One of the more surprising find-
ings is that even among individuals who
reported having a choicce of time to leave
wark, there is a strong bias towards trav-
elling inthe peak, as indexed by the mag-
nitude and significance of the peak-
specific constant. This suggests that the
familiar peaking of traffic volumes in rush
hours is not simply a function of fixed
work schedules but is perhaps due to
other less obvious constraints on the
choice of time to travel. For exaple, the
time of day decision is obviously only one
of a number of decisions to be made,
daily, about the sequence of activities,
and one which quite possthly may be sub-
ject to other mmore important decisions. In
turn, activity-sequencing decisions are
likely to he subject to constraints imposed
by the individual’s life stvle or stage in the
life cyvcle.

In conclusion, we wauld snggest that
further attempts to model the choice of
time to travel need to move away from
attempts to explain this choice in purely
“economic” terms, and to look more
closely at the constraints on the timing of
demand. The evidence of the present
study is that flexible hours programs
which consider only work schedule con-
straints on the time of day choice may not
sigmificantly alter the temporal pattern of
travel demand.
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